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(S9.1) Let f € Mc(X,B) and n > 1.
(i) If f is T-invariant (a.e.), then S, f = f (a.e.).
(ii) Spf € Mc(X,B).
1 n—1
(iit) Snf =~ > Upf.
k=0
(iv) For any p > 1, f € L?(X, B, u) (resp. L% (X, B, p)) implies S, f € LP(X, B, 1) (resp.

L (X, B, ).

n+1 1

(v) Forall z € X, SnJrl(x)—Snf(Tx):Ef(x).

(vi) If f € Mg(X,B), then foT = f and foT = f.

(vil) /XSnfdu:/deu.

(viii) If f € Lg(X,B,u) is nonnegative, then S,f € L(X,B,p) is nonnegative and
1Sufllx = [l £l

Proof. (i) Obviously, since foT = f (a.e.) implies f o T* = f (a.e.) for all k > 0.

(ii) For all k > 0, we have that f o T* is measurable, as a composition of measurable
functions. Hence, S, f is measurable as a finite sum of measurable functions.

(iii) For every = € X,



(iv) Apply (iii) and Theorem 3.1.6.

(v)

1 n—1 1 n 1
Sn(Tz) = — > ATy = - f(Thz) - —f(2)
k=0 k=0
1 « 1 1 1
— nZl ) f(Tkx)—ﬁf( ):n+ Sn+1(z) — = f(z)

n+1

1
Hence> TSn—i—l(x) - Snf(Tx) = Ef(x)
(vi) Let x € X. Then

n+1

(foT)(z) = i(T:B) = 1imninf Spf(Tx) = lirr;inf ( Spt1(x) — %f(:r))

1 1
= liminf (i n+1f(x)) , since lim ——f(z) =0
n

n n—oo M

1

1
= liminf S, 41 f(x), since lim ntl_
n n—oo 1
= f(=).

We prove similarly that (f o T)(z) = f(x).

(vii) We have that

1n—1 1n—1
o> [ npdu= 1Y [ pan
M=o /x i /X

/XSnfdu

by Proposition 3.1.5.

(viii) Since Urps is positive for all k, we get that S, f € L& (X, B, 1) is nonnegative. Apply
(vii) to get that

1Sufll = /XSnfdMZ/deMZIIflll-

(S9.2) Let A, Be Bandn > 1.

n—1 n—1

) 1 1
(i) Suxa = - kZO X1-+(a) and xp © Spxa = - kZOXT—’“(A)ﬁB'



@) [ Sxa=n(a),

n—1
1 _
(i) [ xa-Sixadn =3 Y a1 ) N B)
X k=0

Proof. Firstly, let us remark that since u(X) < 0o, [ xadu = p(A) < p(X) < oo, hence
Xa € LB(X,B,p) for all 1 < p < oo and A € B. Furthermore, x4 is nonegative.

(i) It is an easy exercise.
(ii) Apply Proposition 4.0.7.(vii) with f := x 4.

(iii)
1n71 1nfl
XB - SnXa = /— XT-i(A)nB dpt = — /XTiA pdu
/ [ ansdn =3 [ e

- % i wW(T~(A) N B).

(S9.3)

(i) Let X be a nonempty set, (E,),>1 be a sequence of subsets of X and f: X — R.
Prove that

(ii) Let (X,B,u) be a probability space, f € LL(X,B,u), (E,).>1 be an increasing
sequence of measurable sets, and E = U E,,. Prove that
n>1

/E fdu= lm /E fn (D.4)

Proof. (i) Let

o

B, =|JE, B:==JE, g.:=xs.f 9:=x5f
=1

i=1
For every z € X, we have two cases:

(a) x € B. Then g(z) = f(z) and there exists N > 1 such that x € Ey. It follows
that x € B, for all n > N, hence g,(x) = f(x) for all n > N. In particular,

Tim g, (x) = f(x) = g(x)



(b) x € B. Then g(x) = 0 and = € E,, for any n > 1. It follows that = & B,, for any
n > 1, hence g, (z) = 0 for all n > 1. In particular, lim g,(z) =0 = g(z).

(ii) Let g, := xg, f and g := xgf. We have that

(a) lim g, = lim xp,f = lim xu» g, f, since (E,) is increasing. Apply now A.2.8
n—00 n—00 n—o00 =

to conclude that lim g, = xpf = g.
(b) |gn| < |f| for all n > 1 and |f] € Li(X, B, p).

We can apply Lebesgue Dominated Convergence Theorem to conclude that

n—oo

lim gndu:/ gdu.
X X

It follows that

/fdu = /foduz/gduz 1im/gndu= lim/XEnfdM
B x X n—oo X n—oo X
= lim fdpu.

n—oo E
n

(S9.4)
Proposition . Let (X, B, u,T) be a MPS. The following are equivalent
(i) T is ergodic.
(ii) Whenever f : X — C is measurable and Urf = f, then f is constant a.e..
(11i) Whenever f : X — C is measurable and Urf = f a.e., then f is constant a.e..
(iv) Whenever f: X — R is measurable and Urf = f, then f is constant a.e..
(v) Whenever f: X — R is measurable and Urf = f a.e., then f is constant a.e..

Proof. The following implications are trivial: (iii) = (ii), (v) = (iv), (iii) = (v), (ii) = (iv).

(v)=(iii) and (iv)=- (ii). By considering real and imaginary parts and using the fact
that Uy is linear, it suffices to consider f € Mg(X, B).

(i))=-(i) Let A € B be such that T7'(A) = A. Then y, is measurable and Urxa =
XT-1(4) = XA, 80 we can apply (ii) to conclude that y 4 is constant a.e. Thus, either x4 =1
a.e., in which case u(X \ A) =0 or x4 = 0 a.e., in which case u(A) = 0.



(i)=(v) Let f : X — R be measurable with Upf = f a.e.. Hence, if Y := {z € X |
Urf = f}, then u(Y) = 1. Define for each m > 0 and k € Z,

Am,k{xeybﬁmgﬂxk%}. (D.5)

It is easy to see that the T-invariance of f implies that T (A, ) = A, for all m, k.
Furthermore, for fixed m > 0, (A, x)kez is a countable family of pairwise disjoint sets

satisfying Y = U A, . The ergodicity of T' implies that for every m > 0 there exists

kEZ
km € Z such that u(A,,k,) =1 and p(A;, ) =0 for all k # k,,. Let

A=) Anp,..

m>0

Note that

Y = (VU Amx=JA nAgp, 0. Ay 0

m>0 keZ

If at least one of p,,’s is different from k,,, then the measure of the intersection is 0. Thus,
we must have p(A) = 1.

Let us prove that f is constant on A. Assume by contradiction that there are z,y € A
with f(z) — f(y) > 0 and take M > 0 such that 2M(f(x) — f(y)) > 1. On the other
hand ky, < 2Mf(x),2M f(y) < ky + 1, hence 2M(f(z) — f(y)) < 1. We have got a
contradiction. []



